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Overview of WebMux Load Balancer and Live Communications Server 2005 
 
 

Introduction Microsoft®, AVANU® and CAI Networks joined forces to incorporate load 
 balancing using WebMux to assure maximum availability of service in 
 directing traffic in Microsoft’s Office Live Communications Server 2005. 
 
 The Live Communications Server network topology incorporates a pool of 
 servers to service client sessions.  With a WebMux load balancer,
 incoming client traffic is managed and directed to this pool so that no one 
 server is ever overloaded.  WebMux supports both Microsoft® Office Live 
 Communications Server 2005 Enterprise Edition and Microsoft® Office Live 
 Communications Server 2005 Standard Edition. 
 
 Reliable traffic management, security, and ease of implementation are just 
 a few of the WebMux load balancer benefits validated by interoperability 
 tests completed by Microsoft® and CAI Networks in the Live 
 Communications Server environment.   
 
  
Why WebMux The approach used to achieve load balancing impacts the reliability and 
Load Balancer high availability of a service.  WebMux uses a dedicated hardware platform 
 with an optimized load balancing algorithm. This approach uses minimal 
 overhead and requires no software interaction or other resource 
 contention.  CAI Networks chose a solid-state design approach for WebMux 
 to eliminate hard drive failure worries for enhancing reliability and high 
 availability of service. 
 
 WebMux performs automatic health checks to evaluate the functioning of  
 the servers in the pool.  If a problem server is identified or is taken off line 
 for service, WebMux will direct Live Communications Server traffic to other 
 available servers. WebMux can bring a standby or backup server online, 
 and can notify an administrator of these network activities. WebMux also 
 allows servers to be added to the pool in real time to increase a network’s 
 capacities.  Resistances to hacker intrusions are assured with the built-in 
 firewall functions. 
 
 For maximum availability, a Live Communications Server network may  
 have a primary and secondary WebMux in a failover configuration to 
 assure uninterrupted network. 
  
 WebMux is a stand alone, self-contained and ready to install network  
 device.  WebMux’s front panel menu-driven display and keypad allow for 
 easy configuration and expedient deployment. WebMux is 14” deep x 1-
 3/4” high, 1U in a standard 19” rack.  
 
 The WebMux load balancer delivers unmatched reliability with the 
 industry’s lowest total cost of ownership.  The $3,999 list price includes a 
 full three (3) year warranty and three (3) years of free technical support.  

 
♦ NOTE  
This document assumes you are familiar Microsoft® Office Live Communications Server 
2005 Enterprise Edition or Microsoft® Office Live Communications Server 2005 Standard 
Edition and WebMux Load Balancer.  Consult appropriate documents for additional 
information. 
 
Additional information on Live Communications Server can be found at 
http://www.microsoft.com/livecomm.  For additional information on WebMux Load 
Balancer, go to http://cainetworks.com or http://www.avanu.com.   
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Overview of WebMux Load Balancer and Live Communications Server 2005 
 

 
Live Communications The example in Figure 1.1 shows a network topology using a pair of 
Server and WebMux WebMux Load Balancers to direct and manage traffic between client and a 
Network Topology Live Communications Server pool 
 
 

♦ NOTE  
A redundant WebMux configuration is recommended to assure high availability and 
uninterrupted service. The secondary WebMux is passive on the network and becomes 
active, should the primary WebMux fail or be taken off line for service.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
         Figure 1.1 Microsoft® Office Live Communications Server 2005 Network Topology  
                              Example Using Redundant WebMux Load Balancers 
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Configuring WebMux for Live Communications Server 2005 Deployment  
 
 
This paper describes how to install, configure and manage WebMux in the Live Communications Server 
environment.  First is a section on what to do before starting the configuration. Then there is a step-
by-step description of how to configure WebMux using its front panel keypad and LCD display.  
WebMux can be managed via web UI, which is addressed later.  Once WebMux is configured and ready 
for operation, a web UI is used to configure the pool.  Key screens are displayed to assist the user in 
identifying the appropriate fields.  Finally a discussion on several key management functions is 
presented. 
 

    
Pre-Configuration  A typical network topology is show in Figure 1.2.  It is important to 
Checklist assimilate all the network information and product documentation.  The 
 table in the following section can be used.  It is recommended that you 
 familiarize yourself with the User  Guide which ships with WebMux or can 
 be downloaded at  http://www.cainetworks.com or 
 http://www.avanu.com (Support & Downloads)                    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                        
 Figure 1.2 Network for Live Communications Server Implementation 
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Configuring WebMux for Live Communications Server 2005 Deployment 
  
  
 Network Information 
 
 1.  Make a drawing of the existing network and note all the configuration  
  settings.  This provides a fall back to the existing configurations if  
  needed. 

 2.   Make a new drawing for the new setup with the WebMux and the Live  
  Communications Server in place.  This is used as a guide for setup and 
  preparation of all the necessary material and equipment. Use figure  
  1.2 as a guide.  

 3.   Collect all the IP addresses, their network masks, network addresses,  
  and broadcast addresses for the Server LAN and Router LAN WebMux  
  interfaces.  The IP address of the network is also needed.  The table  
  below can be used to document all the collected IP information.  

 4.   Label all the cables.  Prepare additional cables if needed. 

 5.   Make sure there are enough electrical or UPS outlets for all the new  
  equipment. 
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Configuring WebMux for Live Communications Server 2005 Deployment 
  
 
 Sample Network Information (Before WebMux Installation) 

 

 

 

 

 

 

 Sample Network Information (After WebMux Installation) 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Equipment IP Address 

Internet Router (or Firewall) Address 205.133.156.1 

Webserver(s) Default Gateway 205.133.156.1 

Web Site IP Address 205.133.156.200 

Question Entry 
 Primary Secondary 
Host Name webmux1 webmux2 
Domain Name Cainetworks.com Cainetworks.com 
NAT or Out-of-Path NAT NAT 
   
Router LAN Information   
Router LAN WebMux Proxy IP Address 205.133.156.200 205.133.156.200 
Router LAN Network IP Address Mask 255.255.255.0 255.255.255.0 
Router LAN Network IP Address 205.133.156.0 205.133.156.0 
Router LAN Broadcast IP Address 205.133.156.255 205.133.156.255 
   
Server LAN Information   
Server LAN WebMux IP Address 10.1.1.10 10.1.1.20 
Server LAN Gateway IP Address 10.1.1.1.1  
Server LAN Network IP Address Mask 255.0.0.0 255.0.0.0 
Server LAN Network IP Address 10.0.0.0 10.0.0.0 
Server LAN Network Broadcast Address 10.255.255.255 10.255.255.255 
   
Administration Setup Information   
External gateway IP address 205.133.156.1 205.133.156.1 
Remake /home/webmux/conf/passwd Y Y 
Administration HTTP Port Number 24 24 
Secure Administration HTTPS Port 35 35 
Is this WebMux primary Y N 
WebMux running solo without backup N  
   
Reboot? Y Y 
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Configuring WebMux for Live Communications Server 2005 Deployment 
 
 
 
 Network Information Worksheet (Before installing WebMux) 
 

Equipment IP Address 

Internet Router (or Firewall) Address  
Webserver(s) Default Gateway  
Web Site IP Addresses  

 
  
 
 Network Information Worksheet (After WebMux installation) 
 

Question Entry 
 Primary Secondary 
Host Name   
Domain Name   
NAT or Direct Routing   
   
Router LAN Information (NAT ONLY)   
Router LAN WebMux Proxy IP Address   
Router LAN Network IP Address Mask   
Router LAN Network IP Address   
Router LAN Broadcast IP Address   
   
Server LAN Information   
Server LAN WebMux IP Address   
Server LAN Gateway IP Address   
Server LAN Network IP Address Mask   
Server LAN Network IP Address   
Server LAN Network Broadcast Address   
   
Administration Setup Information   
External Gateway Address   
Remake /home/webmux/conf/passwd Y/N Y/N 
Administration HTTP Port Number   
Secure Administration HTTP Port #   
Is this WebMux primary Y N 
WebMux running solo without backup Y/N  
   
Reboot?  Y/N 

 
 
 Network Setup  
 
 1. Power down all the devices on the network 
 2. Connect the Secondary WebMux with a crossover Ethernet (Standard  
  CAT5) cable. 
 3. Connect the Servers in the pool to the LAN.  
 4. Connect the WebMux unit(s) to the Server LAN (pool side) 
 5. Connect the WebMux unit(s) to the Router LAN (client side)   
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Configuring WebMux for Live Communications Server 2005 Deployment 
 
 
Configure WebMux in NAT Mode and Enable Web Administration 
 
 Initial configuration of a WebMux Load Balancer to work with a Live 
 Communications Server pool is accomplished using the WebMux front 
 panel keypad and display.  
 
 

♦ NOTE 

For more information about WebMux, go to http://www.cainetworks.com or 
http://www.avanu.com. 

 
 
 1. WebMux firmware must be version 5.8.08 or later.  
  This will display on front panel LCD as the system is turned on. 
 
 2. After WebMux runs a self-test and is fully booted, hold down the  
  Check-Mark button.  Enter WebMux host name    
 
 3. All information can be changed later using the configuration URI /cgi- 
  bin/rec  
    
 4. Enter WebMux’s host name using right, up and down arrows.  
  Used for identification purposes only. 
 
 5. Enter the WebMux domain name. 
  Used for identification purposes only, has no effect on the network  
  operation 
      
 6. Choose NAT mode.  
 
 7. Enter WebMux Router LAN Proxy IP address.  
  This is the IP address of the WebMux interface that connects to the  
  enterprise LAN and must be unique for each WebMux. 
 
 8. Enter network mask of the Router LAN network.   
  Commonly 255.255.255.0 for class C networks.  
 
 9. Enter WebMux Server LAN IP address.   
  This is the IP address of the WebMux interface that connects to the  
  Server LAN and must be unique for each WebMux. This address must  
  also be different from the server LAN gateway address.   
          

10. Enter Server LAN Network IP address mask.  
 This is the network mask of the Server LAN. For a class A network it 
 may be 255.0.0.0. For a class C network, it may be 255.255.255.0.  
         

 11. Enter server LAN Gateway IP address.  
  This IP address will be the Default Gateway entry for all the servers on 
  the Server LAN. In a single WebMux set up, this address cannot be the 
  same as the WebMux IP interface address on the Server LAN. In a dual 
  WebMux set up, if a gateway of 10.1.1.1 is used, this address will  
  “float” between the primary and secondary WebMux.    
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Configuring WebMux for Live Communications Server 2005 Deployment 
 
 
 12. Enter External Gateway. The default gateway for WebMux. 
 
 13. Finish configuration with regard to Primary or Secondary WebMux. 
  (For more information about setup and configuration of dual WebMux  
  units, see the OEM documentation.)    
    
 14. Answer [Yes or No] to “Clear allowed hosts?”   
  Clearing the host file will allow any computer to access the   
  management console.  By default all hosts are allowed to connect.   
  This is only necessary when you may have locked yourself out of the  
  management interface.       
       
 15. Answer [Yes or No] to “remake passwords?”  
  The factory default password is the same as the logon ID. Answering,  
  “Yes” will reset the password back to factory default.  Default users  
  are webmux and superuser.  The passwords are webmux and   
  superuser respectively.       
  
 16. Enter Admin http Port number.  
  This is the port number for accessing the Management Console in non- 
  secure mode. Any unused port number can be used. The factory  
  default is port 24.  
    
 17. Enter Admin https Port Number.  
  This is the https port number for accessing the Management Console in 
  secure mode. The factory default is port 35.  

 
 18. Save changes by answering “No” to ‘Discard Changes’ and reboot  
  WebMux. 
 
 

♦ NOTE 
Ensure Connectivity between the Client and Live Communications Server pool. Ideally, DNS 
is used for automatic discovery. For manual configuration, you must modify host files on 
each client as:  <IP_address_of_the_TLS_Farm_or_TCP_Farm> <FQDN_of_the_Pool> 
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Configuring WebMux for Live Communications Server 2005 Deployment 
 

 
Configure Live Communications Server Enterprise Edition Pool to Use the Load Balancer 
 
 Use the following procedure to configure Live Communications Server 
 Enterprise Edition pool and its servers to use the load balancer. 
 

19. Open Web UI for the WebMux Load Balancer http://ip:24/cgi-bin/login  
   
 

♦ NOTE 
Browser must be set to accept all cookies. 
 

 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  a. Pull down account name superuser and type superuser for the  
   password.  
  b. Click Login.  
  
 20. Add a TLS Farm:  
  a. At the bottom of the page, click Add Farm.  
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Configuring WebMux for Live Communications Server 2005 Deployment 

 
 
  b. In IP address, type the assigned Virtual IP address for your pool.   
  c. In Label, type in a friendly name for your pool.  
  d. In Port number, type 5061.  
  e. In Service, click generic (TCP).  
  f. In Scheduling method, click Least connections.  
  g. Click Confirm. 

 
 21. Add internal Live Communications Servers to the TLS Farm: 
  a. Click the IP Address link for the TLS Farm.  
  b. Click Add Server.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  c. In IP address, type static IP address of the internal Live   
   Communications Server you want to add to the farm.  
  d. In Label, type in the server name for the Live Communications  
   Server. 
  e. Click Confirm and repeat these steps for each additional server in  
   the pool. 

 

♦ NOTE 

If you must delete a farm, you do not have to delete all servers within this 
pool before you delete the farm. When deleting the farm, all virtual servers 
contained in that farm are also deleted. 

 

 22. Optionally, add a TCP Farm (if clients are to connect to the pool  
  through TCP): 
  a. At the bottom of the page, click Add Farm. 
  b. In IP address, type assigned Virtual IP address for your pool.  
  c. In Label, type in a friendly name for your pool.  
  d. In Port number, type 5060.  
  e. In Service, click generic (TCP).  
  f. In Scheduling method, click Least connections.  

  g. Click Confirm. 

 

 

 



Copyrighted © 2004 by AVANU®, CAI Networks Inc, and Microsoft® Corporation Page 12 of 20 

Configuring WebMux for Live Communications Server 2005 Deployment 
 

 
 23. Add internal Live Communications Servers to the TCP Farm (only if a  
  TCP Farm is added in Step 22): 
  a. Click the IP Address link for TCP LC Farm. 
  b. Click Add Server. 
  c. In IP address, type the static IP address for Live Communications 
   Server that you want to add.  
  d. In Label, type the server name for the Live Communications  
   Server.  
  e. Click Confirm and repeat this process for each server in the pool. 
 
 24. Add Management Farm:  
  a. At the bottom of the page, click Add Farm.  
  b. In IP address, type the assigned VIP address for your pool.  
  c. In Label, type a friendly name for your pool. 
  d. In Port number, type 135. 
  e. In Service, if a TLS farm was configured then select   
   management of Microsoft TLS Live Communications Server  
   (TCP), or else if only a TCP farm was configured then select  
   management of Microsoft TCP Live Communications Server  
   (TCP). 
 
 

♦ NOTE 
If menus above do not come up, contact support@cainetworks.com or 
support@avanu.com for configuration instructions. 

 
 
  f. In Scheduling method, click Least connections.  
  g. Click Confirm. 
 
 25. Add internal Live Communications Servers to the Management Farm: 
  a. Click the IP Address link for Management Farm.  
  b. Click Add Server.  
  c. In IP address, type the static IP address for Live Communications 
   Server that you want to add.  
  d. In Label, type the server name for the Live Communications  
   Server.  
  e. Click Confirm and repeat this process for each server in the pool. 

 
26. Enable IP forwarding 

  a. Open web admin interface http://[ip address]/cgi-bin/login 
  b. Log in as superuser 
  c. Click Setup button at the bottom of the page 
  d. In forwarding policy field, choose accept 
  e. Click Confirm button  
  f. Click Logout button 
  g. Click Confirm button  
  
 

♦ NOTE 

The enterprise router must be configured to route traffic to the server LAN 
IP subnet via the router LAN IP address on the WebMux  
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Configuring WebMux for Live Communications Server 2005 Deployment 
 
 
The following picture shows an example of what the main screen might 
look like after all the configuration changes are made. 

  
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  27. Log off the WebMux load balancer Web UI: 

a. At the bottom of the page, click Logout. 
   b. Click Confirm. 
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Managing WebMux in Live Communications Server 2005 Deployment 
 
 
 
Overview WebMux offers a variety of administrative, management, security, and 
 monitoring  functions that can be managed and accessed through a web 
 browser.  A complete description of these is in the WebMux User Guide.  
 Following is a brief overview of steps for implementing these basic 
 functions: 
 
  - Remote management 
  - Change default passwords  
  - Restricted access  
  - Email notification 
  - Farm configurations and WebMux settings backup  
 

♦ NOTE 
WebMux User Guide comes with WebMux Load Balancer and is available at 
www.cainetworks.com/manuals/manuals.htm or www.avanu.com (Support & 
Downloads) 

 
 
Remote Management Since the configuration of the Live Communications Server Enterprise pool 
 requires that IP forwarding be enabled between the router LAN and the  
 server LAN networks, the servers in the farm are directly accessible from 
 the router LAN network.  
  
 
Change Default   WebMux ships with two default passwords; webmux and superuser.  It is  
Passwords recommended these be changed to user specific passwords.   
 
 1.  Log on as superuser (you must change password from this   
  configuration) 
 2.  From main menu screen select:  Setup 
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Managing WebMux in Live Communications Server 2005 Deployment 
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 Managing WebMux in Live Communications Server 2005 Deployment 
 
 
 3.  Change password 
 4.  Select user ID for password change 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 5.  Type new password twice (2 times) 
 6.  Click confirm 
 7.  Repeat steps for second login and save the configuration once.  Both  
  passwords are changed. 
 
 
Restricted Access  Access to the administrative console can and should be restricted by the  
 WebMux in  addition to any firewall or packet filtering device.  To restrict 
 access to the WebMux interface: 
 
 1.  Login to the WebMux as superuser 
 2.   Click setup – multiple fields will display. (more detailed explanation in  
  manual   
 3.  Select the box allowing remote host IPs with your management  
  network and/or hosts that will be accessing the WebMux 
 4.  Multiple hosts and networks can be entered using a colon (:) to  
  separate 
 5.  Click confirm and save the configuration 
 
 
Email Notification WebMux can be configured to provide email notification of WebMux events 
 
 1.  Log on as superuser or new password. 
 2.  Select: setup 
 3.  Configure the email server IP address for notifications.  
 4.  Configure the email addresses for notifications 
 5.  Multiple email addresses can be entered using colons (:) to separate  
  addresses 
 6.  Click confirm and save the configuration. 
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Managing WebMux in Live Communications Server 2005 Deployment 
 
 
 
Farm Configurations  When changes are implemented, it is recommended that backups of the 
and WebMux Settings Web Farm configurations and WebMux configurations are made.  The 
Backup configuration files are small text files that can easily be archived. Be sure 
 to save the  configuration before backing up.  To back up: 
 
 1.  From the main menu click Upload/Download.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  

 2.  Select either:   
  a.  backup the settings or  
  b.  backup the farm configurations   
 
 

♦ NOTE 
When saving the system displays the configuration which can either be cut and pasted into 
a new file or use the ‘save as’ feature of the web browser (right click on mouse) 

 
 
 After the Initial Configuration using the keypad and display, a network 
 administrator can now manage WebMux and the network pool through a 
 web browser. 
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WebMux Product Specifications and Technical Support Information 
 
 
WebMux product specifications are detailed in the attached data sheet (Appendix A).  Additional 
information is available from www.cainetworks.com, www.avanu.com and the WebMux User Guide.  
  
Technical support is available from CAI Networks at 1.714.550.091, Monday-Friday, 6:30am to 
5:00pm PST (Santa Ana CA, USA) and AVANU® can be reached at 1.888.248.4900 (US & Canada toll 
free), 1.408.248.8961 (Direct), Monday-Friday, 8:00am to 5:00 pm PST (San Jose CA, USA). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Copyright © 2004 AVANU.   
Copyright © 2004 CAI Networks Inc.  
Copyright © Microsoft Corporation. 

All rights reserved. 
 

AVANU® is a registered trademark of AVANU 
WebMux is a trademark of CAI Networks Inc 

Microsoft® is a registered trademark of Microsoft Corporation 
All other trademarks and registered trademarks are the property of their respective owner(s) 

 
Products & Product Specifications Subject to Change Without Notice 
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Appendix A 
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